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Why talking about supervised imputation ?

Vaccine research context

‚ Important Ebola vaccine data-set (see Rechtien et al. (2017)).
‚ n “ 20, 4 blocks of high dimensions (pk “ 20.000, RNA-Seq).
‚ y, 5-dimensional to be predicted.
‚ Many missing values: 30%.

Classical imputation

‚ Hypothesis: multivariate Gaussian.
‚ A few variables are imputed, let sayVimputation.

Then supervised analysis (sparse PLS)

A few variables are selected for prediction, let sayVprediction.
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Why talking about supervised imputation ? (II)

Observation

Vimputation
č

Vprediction “ H.

Interpretation

No imputed variables are of interest to answer the question.

Causation

Imputed variables are associated to each other but not to y.

Solution

Hide useless variables: regularization through supervised analysis.
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Imputation and data augmentation

If x is a random vector of parameter θ, xpobsq is observed and
xpmissq is missing, a prior on θ is chosen by the user.

The two posterior distributions ppxpmissq|xpobsqq and ppθ|xpobsqq

verify

ppxpmissq|xpobsqq “
ş

θPΘ ppxpmissq|θ, xpobsqqppθ|xpobsqqdθ,
ppθ|xpobsqq “

ş

xpmissqPxpmissq ppθ|xpmissq, xpobsqqppxpmissq|xpobsqqdθ,

leading to stationary equations, if gpθq “ ppθ|xpobsqq:

gpθq “

ż

ϕPΘ
Kpθ, ϕqgpϕqdϕ “ Tgpθq

where Kpθ, ϕq “
ş

zPXpmissq ppθ|z, xpobsqqppz|xpobsq, ϕqdz.
See for example Tanner and Wong (1987) on data augmentation
and Rubin (1996) for global review.
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Algorithms

Use Markov Chain Monte Carlo methods to converge to the
posteriors such as at each iteration

θ‹ „ ppθ|xpobsq, xpmissq,‹q,
xpmissq,‹ „ ppxpmissq|θ‹, xpobsqq,

and at 8, draws follow ppxpmissq, θ|xpobsqq.

Weakness?

Necessity to define a joint model. Hard for mixed data.
Solution? FAMD (PCA for mixed data, see Audigier, Husson, and
Josse (2016)) treats categorical variables through dummy
variables.
Other solution? Define conditional models such as
ppx1|x2, ¨ ¨ ¨ , xp , θ1q where variables can be qualitative/quantitative.
Iterate per coordinate in cycles until convergence.

Chained Equations/Fully Conditional Specification (FCS)
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And for supervised problems ?

Idea: Partially (?) Conditional Specification: cycles of

θ
‹ptq
x „ ppθx |xobs, yobs, ymiss‹pt´1qq,

xmiss‹ptq „ ppxpmissq|xobs, yobs, ymiss‹pt´1q, θ‹ptq
x q,

θ
‹ptq
y „ ppθy |xobs, xmiss‹ptq, yobsq,

ymiss‹ptq „ ppypmissq|xobs, xmiss‹ptq, yobs, θ‹ptq
y q,

(1)

Statistical model, close to Trygg and Wold (2003)

x “ fθx pxy , xxq,
y “ gθy pyx , yyq,
x KK y|xy , θx ,
y KK x|yx , θy ,

(2)

where xx KK y, xx KK xy , yy KK x and yy KK yx .
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And for supervised problems ? (II)

Observation: Impute x (resp. y) uses information from:
‚ x (resp. y) through xx (resp. yy ) –> JM part,
‚ y (resp. x) through xy (resp. yx ) –> FCS part.

Remark: If y is univariate, yy does not exist.

Koh-Lanta

Hypothesis for this presentation: No missing values in y.
Parameter variability: Bootstrap of the input dataset.
Distribution hypothesis: Multivariate Gaussian.
Simplifying assumption: xx and yy with respective diagonal
variance matrices: only noise, not really realistic.

x “ My ` ϵ,
y “ Nx ` ξ.

(3)

ϵ „ Np0,Σ “ diagpσ2
j qj“1..pq
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The Koh-Lanta algorithm for imputation

Estimation of

$

&

%

xM1px|yq

pS1

S1

Sm

SM

S

Bootstrap

Estimation of S̃p1q `

pΣm “ diag
´

␣

xvarpxm,p‚,jq ´ x̂m,p‚,jq|xpi,jq observedq
(

j“1...p

¯

pSm

S

S̃pmq ϵ̂
pmq

pi,jq “

"

0 if xm,pi,jq observed
ϵi,j „ Np0, pΣm,pj,jqq elsewhere

ϵ „ Np0,Σq

Chosen distribution

„ Np0, pΣ1q
ϵ̂p1q

Estimation of xMp1qpy|xq

pSp1q
T1pSq “

¨

˚

˝

pSp1q

xMp1qpy|xq

xM1px|yq

˛

‹

‚

¨ ¨ ¨

¨ ¨ ¨
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Which statistical model ?

Our approach uses only FCS part equivalents: needs of prediction
models only.
We have chosen ddsPLS (see Lorenzo et al. (2021)):

‚ PLS based approach,

‚ Single penalization for sparsity per component (sparse both
in x and y),

‚ Automatic fix the number of components (R) through
bootstrap operations and minimizing R̄2

B ´ Q̄2
B while Q̄2

B ą 0,

‚ “Koh-Lanta (in ddsPLS)” : adapt to important noise context
(see Cai and Liu (2011)),

‚ LD mode for Low Dimensional contexts: “Koh-Lanta (in
ddsPLS LD)”
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Competitive approaches

Two types of imputation:

‚ Single imputation: “MEAN-PLS” , “NIPALS” .

‚ Multiple imputation (MI): “MI-NIPALS” , “missMDA-PLS” .

‚ “NIPALS” performs PLS analysis estimating covariance matrices
only on the observed values (no real imputation, generalizable ?).
‚ “missMDA-PLS” (see Josse, Pagès, and Husson (2011))
performs regularized PCA, function MIPCA. R is chosen through
the function estim_ncp (cross-validation and minimizing MSE).
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Model

Let us suppose the following latent variable model

xj “

$

’

’

&

’

’

%

?
1 ´ σ2ϕ1 ` σεj for j “ 1 . . . p1?
1 ´ σ2ϕ2 ` σεj for j “ p1 ` 1 . . . 2p1?
1 ´ σ2ϕ3 ` σεj for j “ 2p1 ` 1 . . . 2p1 ` p2

εj for j “ 2p1 ` p2 ` 1 . . . 2p1 ` p2 ` p3
(4)

y :

$

&

%

y1 “
?

1 ´ σ2ϕ1 ` σξ1 “ y‹
1 ` σξ1

y2 “
?

1 ´ σ2pϕ1 ` 2ϕ2q{
?

5 ` σξ2 “ y‹
2 ` σξ2

y3 “ ξ3

(5)

where σ “
?

0.1 « 0.316 and

pϕ1, ϕ2, ϕ3, ε1
1...p , ξ1

1...3q1 „ N p03`p`3, I3`p`3q .

Note that
b

Epyj ´ y‹
j q2 “

"

σ « 0.316 if j “ 1, 2
1 if j “ 3
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Simulation parameters

Idea: test both the impacts of high noise (structured and
unstructured) and of sample size.

‚ p1 “ 10: information variance,

‚ pp2, p3q P tp1, 1q, p100, 500qu: low noise and high noise
variances (structured and unstructured),

‚ n P t100, 50, 20u: hard to very hard problems.

Remark: Use of factorial linear methods, the number of
components R should be equal to R “ 2.
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n “ 100, R

p1=1, p3=1
 R=1

0
2

0
4

0
6

0
8

0
1

0
0

pNA=0 pNA=0.1 pNA=0.3 pNA=0.45 pNA=0.6

p1=1, p3=1
 R=2

0
2

0
4

0
6

0
8

0
1

0
0

pNA=0 pNA=0.1 pNA=0.3 pNA=0.45 pNA=0.6

p1=100, p3=500
 R=1

0
2

0
4

0
6

0
8

0
1

0
0

pNA=0 pNA=0.1 pNA=0.3 pNA=0.45 pNA=0.6

p1=100, p3=500
 R=2

0
2

0
4

0
6

0
8

0
1

0
0

pNA=0 pNA=0.1 pNA=0.3 pNA=0.45 pNA=0.6

Koh−Lanta (in ddsPLS) Koh−Lanta (in ddsPLS LD) MI−NIPALS NIPALS Mean−PLS missMDA−PLS

H. Lorenzo How to deal with missing values in the high dimensional supervised context? December 19, 2021 13 / 24



Why ? Fast review Supervised imputation Competitive methodologies Simulations References

n “ 100, RMSE for y1
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n “ 100, RMSE for y2
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n “ 100, RMSE for y3
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n “ 50, R
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n “ 50, RMSE for y2
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n “ 20, RMSE for y2
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Summary

‚ “MEAN-PLS” suffers for large proportion of NA.

‚ “missMDA-PLS” is efficient for low noise but not efficient in
high dimension.

‚ “Koh-Lanta (in ddsPLS)” suffers for complex structures but
“Koh-Lanta (in ddsPLS LD)” shows higher FPR in variable
selection.

‚ Competitors suffer more for high noise: no better than
“MEAN-PLS” .

‚ n “ 20 very hard but new methodologies suffer when they
do not build models (R “ 0).
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Conclusion & future works

‚ Even in imputation, regularization helps for hard settings
(low n and/or large p).

‚ Dig in "Partially Conditional Specification".

‚ Koh-Lanta is presented though ddsPLS but can be
generalized to any supervised context.
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